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テクニカルノート

分散メモリ型並列計算機による
ブロック化����������	法の性能評価

片 桐 孝 洋� 金 田 康 正��

この論文では，一般行列を ����������形に変換するためのブロック化 ��
��������法の並列ア
ルゴリズムを論じている．さらにこのアルゴリズムを分散メモリ型並列計算機 ������� に実装し
て，性能を評価した．その結果，データ分割方式としてサイクリック分割方式がブロックサイクリッ
ク分割方式に対して有効となることが分かった．
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�� は じ め に

����������	法は数ある行列計算手法のうちの最も

重要な手法の一つである．例えば，行列の固有値や固

有ベクトルを計算する際に，まずその行列の固有値を

変えない変換（相似変換）を ����������	法を用い

て行い，それから次に固有値や固有ベクトル計算を行

うのが一般的である．

その一方で，���������	法において主メモリからの

データのロード回数を減らし，出来るだけキャッシュ，

レジスタなどの高速アクセス可能な記憶を利用する

アルゴリズムが知られている．このアルゴリズムは


�����
と ���� ら��によって開発されたもので，ブ

ロック化 ����������	法と呼ばれている方法である�
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ブロック化 ����������	法を用いた相似変換の並列

化に関する初期の重要な並列アルゴリズムは， ����

��		�と�����の文献�� に示されている．また同種の

研究開発報告として，米国 ��� �����国立研究所の

����らによる技術報告書��に，並列ブロック化アルゴ

リズムの性能が報告されている．しかしこれらの文献

では，本来切り離して考慮すべきと考えられる，逐次

処理の性能向上要因であるブロック幅の依存性の議論

と，並列処理の性能向上要因であるデータ分割方式と

の議論が全くなされていない．

そこで本論文では，このブロック幅の依存性とデー

タ分割方式とを分離して性能評価を行う．並列ブロッ

ク化アルゴリズムの性能評価のために，富士通の高並

列計算機 �������に並列ブロック化アルゴリズムを

実装した．

�� 並列実行環境と表記法

本論文において，並列計算機は �個の均質的な � 

（�	��������  ��!��"）で構成され，それらは一次元

的に ��，��，� � �，���� とラベル付けされているもの

とする．さらに各 � はメッセージの放送（同一メッ

セージを一対多の通信で放送すること）や，各 � が

�
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局所的に所有するデータの要素に対して総和演算を行

うような計算（一対一もしくは全対全のなどの通信に

より実現）が行えるように，ネットワーク網により結

合されているものとする．

定式化のために，表 � に示す表記を用いることと

する．

表 � 数学表記法とそれらの説明
��#�� $ %���������� �	����	�� ��� ��� ����������	�

表記 説明
�� � スカラ � �

�� �� � ベクトル � ��

�� �� 	 ベクトル � ��


��� � 行列 � ����


 行列 � ����

&
'������� 
の行 �� � � �，�，列 �，� � �，� 部分行列
&
'����� 
の行全て，列 �，� � �，� 部分行列


��� 反復 � における行列


�� 並列アルゴリズムの説明

��� 列ブロックサイクリック分割方式の定義

ここで，入力行列 �をどのように各� に分散させ

るかを定義しておく．いま入力行列の大きさを �，使用

する � の番号を �，�，� � �，���，入力行列の列のイ

ンデックスを � #� � � � �$，ブロック幅を �とする．

いま，列 �を所有している� 番号を �	�
����
�，

各 � 内の局所インデックスを ������，�列が示すブ

ロック内番号を ���������
�とする．このとき，列

ブロックサイクリック分割方式とは �を次に示す組，

すなわち ��	�
����
�，������，���������
��

に写像する分割方式である．

� �� �� ��� �，����	 
�� �，�� #�$

ただし， � % ����	，� % � ��� � とおいた．

さらに，ブロック幅 � % � の特殊な場合を列サイ

クリック分割方式といい，つぎの写像関数で表される．

� �� �� ��� �，����	，�� #&$

��� 列ブロックサイクリック分割方式に伴う並列

アルゴリズム

列ブロックサイクリック分割方式に基づき，各 � 

が所有している行列データ � に対してのみ演算をす

ることを考える．このときこのデータ分割方式に基づ

く単純な計算方式では， 行列 �，� およびベクトル

�，
，� は全 � が分割せずに全て所有し，行列 � は

列ブロックサイクリックに，ベクトル � はブロックサ

イクリックに分割するのが妥当である．よって，この

並列アルゴリズムは図 �の様になる．
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図 � 列ブロックサイクリック分割方式に伴う並列アルゴリズム
9�� $ :������� #�	���� ���	����� 
	� ;�����#��� ������

��	� ����� ��� �	�����<��� #�	�� ������ ������#��

��	�

ここで図 �中の枠で示すベクトルリダクション演算

とは，たとえば ��&�は各� が所有している異なるベ

クトルに対して，その要素の総和を求めて，全� がそ

の値を所有する処理を意味している．この処理は通信と

計算を必要とする．また図中の表記 ����# $ % #
! "$

とは，第 � 反復時における � 列ベクトル  から，変

換処理に必要なベクトル 
とスカラ " に写像する関

数である	�．

この並列アルゴリズムとほぼ同様のアルゴリズムと

して，�����		�と �����によるアルゴリズム��があ

るが，彼らのアルゴリズムは我々が後に述べるデータ
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分割方式とブロック幅との関係を議論していない．

��� 問 題 点

'�&節に示す列ブロックサイクリック分割方式に基

づくブロック化アルゴリズムの並列化には以下に示す

問題がある．

�$ ブロック幅 � を大きくすると並列処理での負荷

バランスが悪くなる．

&$ ブロック化アルゴリズムを並列化すると，未ブロッ

ク化アルゴリズムの並列化版に比べて通信回数と

通信量が増す．

'$ ブロック化アルゴリズムは未ブロック化アルゴリ

ズムに対して計算量が多くなる．

まず �$の問題の解決法として，データ分割方式は列

サイクリック分割方式を採用しつつ，計算はブロック

化アルゴリズムに基づいて行うという戦略がある．と

ころが，本来逐次処理での処理単位であるブロックご

とにデータ分割する必然性はない．したがって，この

アルゴリズムではブロック内で変換を累積する際にも

各反復で通信を必要とするため，ブロック単位でデー

タを分割することによる不利益は生じないことに注意

しておく．またブロック単位でデータ分割しない並列

アルゴリズムも，図 �の処理で実現可能であることを

指摘しておく．

次に &$，'$の各問題は，計算性能と通信性能のト

レードオフであり，最適なブロック幅の決定が困難で

あることを意味している．これらの理由から，現状で

は経験的に最適なブロックサイズが決定されている．

�� 性 能 評 価

ここでは &()� の富士通�������を用いて並列ア

ルゴリズムの性能評価を行った結果を示す．�������

の各 � の理論ピーク性能は (�*+��,�， � 間は二

次元トーラス網で結合されており，その最大転送性能

は &(*-."�/�である☆．

��� 逐次アルゴリズムの性能

並列化されたブロック化アルゴリズムの性能評価を

妥当なものとするため，逐次処理を十分にチューニング

しなくてはならない．ここでは問題サイズを � % ����

に固定し，ブロックサイズ�を �～0� まで変化させ

る場合と，ループアンローリングをしない～ ) 段ま

でループアンローリングを行う場合とのそれぞれに対

☆ 東京大学理学部情報科学科が所有している =:$666, のうち，
+01台すべてを使用した．また，セルプログラム用のコンパイラと
して ��� �����	�+ 1 .，オプションとして �>. ������������

�
������������ �
	����
������	����� �
���	����		�� を指定
した．測定日は $552年 5月 $1日である．

し，パラメータを �ずつ変化させて効果を調べた
�．

その結果，ループアンローリングにより十分にチュー

ニングした未ブロック化アルゴリズム（� % � の場

合）の性能に対して，ブロック化アルゴリズムの速度

向上は約 ��&倍であった．一方，チューニングを全く

行わない未ブロック化アルゴリズム（� % �の場合）

に対して，十分にチューニングされたブロック化アル

ゴリズムは 約 &�0 倍もの速度向上が得られることが

分かった．

このことから，十分にチューニングした未ブロック

化アルゴリズムに対する性能を評価しないと，ブロッ

ク化アルゴリズムの性能が過大評価となる可能性があ

ることが分かる．よって本論文では以降，チューニン

グした未ブロック化アルゴリズムに対しての性能を評

価することにする．

��� 並列アルゴリズムの性能

アルゴリズムを並列実装する際には，逐次処理と異

なる理由でループアンローリングの段数の決定が問題

となる．なぜならば，ブロック幅に関するループにつ

いてアンローリングの段数を増やすと，ブロック幅も

それに応じて大きくしないとその効果がないからであ

る．しかしブロック幅を増やすと通信時間も増えるこ

とはすでに述べたとおりである．よって逐次処理の場

合と状況が異なり，最適なループアンローリングの段

数が決定し難い．ここではアンローリングを )段まで

�ずづ変化させた時の実験結果を考慮し，すべてのブ

ロック幅に対して 0段のアンローリングを実装した．

図 �に問題サイズを � % ���� に固定し，� 台数

を 0，�)，'&1 )0 と変化させて実行した場合の時間を

示す．

図 &から，データ分割を列サイクリックに行う場合，

列ブロックサイクリックに行う場合と比較して高速と

なっていることが分かる．これには &つの理由が考え

られる．すなわち， �$アンローリング実装の難しさ，

��$負荷バランスの悪さ，の &つである．�$の理由は，

本実装ではブロック幅 � に関するループでアンロー

リングしている．例えば 0段アンローリングの場合，

ブロック幅 � が 0 の倍数でないとその効果がない．

もちろん所有する列の全ての長さを調べてアンローリ

ングすると，� が小さな領域では列サイクリック分

割方式の結果とほぼ一致するはずである．実際図 &か

ら分かる様に，各 � に所有するデータが十分大きな

場合には，� % 0，2，�)，&�の時に実行時間がほぼ一

致している．しかしながら，そのようなアンローリン

グを効果的に列ブロックサイクリック分割方式に実装

するのは困難である．また ��$の理由は，列ブロック
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図 	 ブロック化 ;	����	���� 法の実行時間 (� ) $666，� )

/，$1，.+，1/� 
����� 列ブロックサイクリック分割方式，

������ 列サイクリック分割方式-

9�� + �?�����	� ����� 
	� #�	���� ;�����#��� �������	�

(� ) $666� � ) /，$1，.+，1/� 
������	�����

<��� #�	�� ������ ������#���	�，
�������	�����<���

������ ������#���	�-

サイクリック分割方式の本質的な欠点である．

次に，� 当りに所有するデータ量が十分大きい場

合のブロック化アルゴリズムの効果を調べる．そのた

めに � 台数 � % 0に固定し，問題サイズ �を ���

から &��� まで変化させて性能を調べた． その結果

を図 �に示す．ここで 図 '中の � % � �," とは，ブ

ロック化アルゴリズムのプログラム中から余分なワー

クエリアを取り除いて最適化したプログラム☆による

実行を示している．また *+��,�値の計算に当たって，

理論演算量として ���'��を利用した．

図 'から問題サイズが大きくなるに従い，最適化さ

れた未ブロック化アルゴリズムでさえも 0��)*+��,�

とその性能が低下していくが，ブロック化されたアル

ゴリズムでは (��)*+��,�と性能が引き出されている．

�� お わ り に

分散メモリ型並列計算機 �������での実装評価の

結果から，� 当たりのデータ量が十分に大きな場合

は並列ブロック化アルゴリズムが有効となりうること

が分かった．

����������	法の並列化のためのデータ分割方式は，

ブロックサイクリック分割方式である必然性はなく，

むしろサイクリック分割方式の方が実装の簡易さと性

能との面からみても有効であることも分かった．

☆ ブロック化アルゴリズムにおける� ) $の場合と同様の /段
のループアンローリングを実装している．

25

30

35

40

45

50

55

100 500 1000 1500 2000

P
e
rf

o
rm

a
n
c
e
 i
n
 M

F
L
O

P
S

Problem Size

m = 1
m = 4
m = 1 opt

39.1

33.0

29.7

50.6

40.6

39.6

図 � サイクリック分割方式によるブロック化 ;	����	����法の
性能 (� ) /-

9�� . :��
	������� ����� ��� �	�����<��� ������

������#���	� 
	� ;�����#��� �������	� (� ) /-

今後の課題として，� 間のネットワークアーキテ

クチャ及び � の計算方式が異なる分散メモリ型計

算機に実装して評価すること，およびこのアルゴリズ

ムに基づく並列固有値ソルバーを実現すること，があ

げられる．一方，我々が既に提案した二次元的にサイ

クリック分割した方式	�による並列����������	変換

ルーチンのブロック化の検討も必要である．
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